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ExperimentsThe Proposed DyMO
 Qualitative comparison on both SD V1.5 and SDXL backbones.

 Comparisons with other alignment methods across four metrics.

 Performance analysis of core components.

 Ablation study on effect of recurrent strategy.

 User preference evaluation.

Overview:Diffusion Model Alignment enhances the generated image in two 
aspects: semantic alignment with the textual prompt and visual 
alignment with user preferences.

Limitations of Existing Works:

• Training-based alignment methods are resource-intensive and lacks 
generalization across diverse preferences.

• Training-free alignment methods suffer from inaccurate guidance 
from the noisy samples or blurred one-step predictions.

Figure 1. Sample images generated by DyMO based on SDXL backbones.

Test-time Alignment with Dynamic Multi-Objective Scheduling (DyMO):

➢ Guiding the denoising process using gradients from the pre-trained 
text-aware preference scores on one-step predictions.

➢ One-step prediction is efficient but lacks semantic fidelity, weakening 
textual alignment in preference-based guidance.

➢ A semantic alignment objective is introduced to align the visual 
content (reflected in text-image attention maps) with LLM-extracted
text semantics.

➢ We dynamically schedule two objectives for tailored guidance across
timesteps, generating detailed content while keeping the layout.

➢ A dynamic recurrent strategy is further proposed to adaptively decide 
iteration count at different stages for improved guidance.

◆ Preference Alignment Guidance: Given a text prompt 
𝑐, we estimate a text-aware human preference score 
of 𝑥0|𝑡′ .

◆ Semantic Alignment Guidance: We align image 
content (via cross-attention maps 𝑀) with a text 
semantic graph extracted by LLM.

◆ Multi-Objective Dynamic Scheduling: We dynamically 
balance ℒ𝐴 and ℒ𝑅 over denoising steps for tailored 
guidance.

◆ Latent Update:

◆ Dynamic Time-Travel Strategy: Adaptively determine 
the number of recurrent guidance.
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